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each channel independently. Unfortunately, there will be three un-
known scaling factors relating relative radiance to absolute radi-
ance, one for each channel. As a result, different choices of these
scaling factors will change the color balance of the radiance map.
By default, the algorithm chooses the scaling factor such that a

pixel with value will have unit exposure. Thus, any pixel with
the RGB value will have equal radiance val-
ues for R, G, and B, meaning that the pixel is achromatic. If the
three channels of the imaging system actually do respond equally to
achromatic light in the neighborhood of , then our procedure
correctly reconstructs the relative radiances.
However, films are usually calibrated to respond achromatically

to a particular color of light , such as sunlight or fluorescent light.
In this case, the radiance values of the three channels should be
scaled so that the pixel value maps to a radi-
ance with the same color ratios as . To properly model the color
response of the entire imaging process rather than just the film re-
sponse, the scaling terms can be adjusted by photographing a cali-
bration luminaire of known color.

2.7 Taking virtual photographs
The recovered response functions can also be used to map radiance
values back to pixel values for a given exposure using Equa-
tion 1. This process can be thought of as taking a virtual photograph
of the radiance map, in that the resulting image will exhibit the re-
sponse qualities of the modeled imaging system. Note that the re-
sponse functions used need not be the same response functions used
to construct the original radiance map, which allows photographs
acquired with one imaging process to be rendered as if they were
acquired with another.9

3 Results
Figures 3-5 show the results of using our algorithm to determine the
response curve of a DCS460 digital camera. Eleven grayscale pho-
tographs filtered down to resolution (Fig. 3) were taken at
f/8 with exposure times ranging from of a second to 30 seconds,
with each image receiving twice the exposure of the previous one.
The film curve recovered by our algorithm from 45 pixel locations
observed across the image sequence is shown in Fig. 4. Note that al-
though CCD image arrays naturally produce linear output, from the
curve it is evident that the camera nonlinearly remaps the data, pre-
sumably tomimic the response curves found in film. The underlying
registered data are shown as light circles underneath
the curve; some outliers are due to sensor artifacts (light horizontal
bands across some of the darker images.)
Fig. 5 shows the reconstructed high dynamic range radiancemap.

To display this map, we have taken the logarithm of the radiance
values and mapped the range of these values into the range of the
display. In this representation, the pixels at the light regions do not
saturate, and detail in the shadow regions can be made out, indicat-
ing that all of the information from the original image sequence is
present in the radiance map. The large range of values present in
the radiance map (over four orders of magnitude of useful dynamic
range) is shown by the values at the marked pixel locations.
Figure 6 shows sixteen photographs taken inside a church with a

Canon 35mm SLR camera on Fuji 100 ASA color print film. A fish-
eye 15mm lens set at f/8was used, with exposure times ranging from
30 seconds to of a second in 1-stop increments. The film was
developed professionally and scanned in using a Kodak PhotoCD
film scanner. The scanner was set so that it would not individually

9Note that here we are assuming that the spectral response functions for
each channel of the two imaging processes is the same. Also, this technique
does not model many significant qualities of an imaging system such as film
grain, chromatic aberration, blooming, and the modulation transfer function.

Figure 3: (a) Eleven grayscale photographs of an indoor scene ac-
quired with a Kodak DCS460 digital camera, with shutter speeds
progressing in 1-stop increments from of a second to 30 seconds.
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Figure 4: The response function of the DCS460 recovered by our al-
gorithm, with the underlying data shown as light cir-
cles. The logarithm is base .

Figure 5: The reconstructed high dynamic range radiance map,
mapped into a grayscale image by taking the logarithm of the ra-
diance values. The relative radiance values of the marked pixel lo-
cations, clockwise from lower left: 1.0, 46.2, 1907.1, 15116.0, and
18.0.
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Recovering High Dynamic Range Radiance Maps from Photographs

Paul E. Debevec Jitendra Malik

University of California at Berkeley

ABSTRACT
We present a method of recovering high dynamic range radiance
maps from photographs taken with conventional imaging equip-
ment. In our method, multiple photographs of the scene are taken
with different amounts of exposure. Our algorithm uses these dif-
ferently exposed photographs to recover the response function of the
imaging process, up to factor of scale, using the assumption of reci-
procity. With the known response function, the algorithm can fuse
the multiple photographs into a single, high dynamic range radiance
map whose pixel values are proportional to the true radiance values
in the scene. We demonstrate our method on images acquired with
both photochemical and digital imaging processes. We discuss how
this work is applicable in many areas of computer graphics involv-
ing digitized photographs, including image-based modeling, image
compositing, and image processing. Lastly, we demonstrate a few
applications of having high dynamic range radiance maps, such as
synthesizing realistic motion blur and simulating the response of the
human visual system.

CR Descriptors: I.2.10 [Artificial Intelligence]: Vision and
Scene Understanding - Intensity, color, photometry and threshold-
ing; I.3.7 [ComputerGraphics]: Three-Dimensional Graphics and
Realism - Color, shading, shadowing, and texture; I.4.1 [Image
Processing]: Digitization - Scanning; I.4.8 [Image Processing]:
Scene Analysis - Photometry, Sensor Fusion.

1 Introduction
Digitized photographs are becoming increasingly important in com-
puter graphics. More than ever, scanned images are used as texture
maps for geometric models, and recent work in image-based mod-
eling and rendering uses images as the fundamental modeling prim-
itive. Furthermore, many of today’s graphics applications require
computer-generated images to mesh seamlessly with real photo-
graphic imagery. Properly using photographically acquired imagery
in these applications can greatly benefit from an accurate model of
the photographic process.
When we photograph a scene, either with film or an elec-

tronic imaging array, and digitize the photograph to obtain a two-
dimensional array of “brightness” values, these values are rarely

1Computer Science Division, University of California at Berkeley,
Berkeley, CA 94720-1776. Email: debevec@cs.berkeley.edu, ma-
lik@cs.berkeley.edu. More information and additional results may be found
at: http://www.cs.berkeley.edu/˜debevec/Research

true measurements of relative radiance in the scene. For example, if
one pixel has twice the value of another, it is unlikely that it observed
twice the radiance. Instead, there is usually an unknown, nonlinear
mapping that determines how radiance in the scene becomes pixel
values in the image.
This nonlinear mapping is hard to know beforehand because it is

actually the composition of several nonlinear mappings that occur
in the photographic process. In a conventional camera (see Fig. 1),
the film is first exposed to light to form a latent image. The film is
then developed to change this latent image into variations in trans-
parency, or density, on the film. The film can then be digitized using
a film scanner, which projects light through the film onto an elec-
tronic light-sensitive array, converting the image to electrical volt-
ages. These voltages are digitized, and then manipulated before fi-
nally being written to the storage medium. If prints of the film are
scanned rather than the film itself, then the printing process can also
introduce nonlinear mappings.
In the first stage of the process, the film response to variations

in exposure (which is , the product of the irradiance the
film receives and the exposure time ) is a non-linear function,
called the “characteristic curve” of the film. Noteworthy in the typ-
ical characteristic curve is the presence of a small response with no
exposure and saturation at high exposures. The development, scan-
ning and digitization processes usually introduce their own nonlin-
earities which compose to give the aggregate nonlinear relationship
between the image pixel exposures and their values .
Digital cameras, which use charge coupled device (CCD) arrays

to image the scene, are prone to the same difficulties. Although the
charge collected by a CCD element is proportional to its irradiance,
most digital cameras apply a nonlinear mapping to the CCD outputs
before they are written to the storage medium. This nonlinear map-
ping is used in various ways tomimic the response characteristics of
film, anticipate nonlinear responses in the display device, and often
to convert 12-bit output from the CCD’s analog-to-digital convert-
ers to 8-bit values commonly used to store images. As with film,
the most significant nonlinearity in the response curve is at its sat-
uration point, where any pixel with a radiance above a certain level
is mapped to the same maximum image value.
Why is this any problem at all? The most obvious difficulty,

as any amateur or professional photographer knows, is that of lim-
ited dynamic range—one has to choose the range of radiance values
that are of interest and determine the exposure time suitably. Sunlit
scenes, and scenes with shiny materials and artificial light sources,
often have extreme differences in radiance values that are impossi-
ble to capture without either under-exposing or saturating the film.
To cover the full dynamic range in such a scene, one can take a series
of photographs with different exposures. This then poses a prob-
lem: how can we combine these separate images into a composite
radiance map? Here the fact that the mapping from scene radiance
to pixel values is unknown and nonlinear begins to haunt us. The
purpose of this paper is to present a simple technique for recover-
ing this response function, up to a scale factor, using nothing more
than a set of photographs taken with varying, known exposure du-
rations. With this mapping, we then use the pixel values from all
available photographs to construct an accurate map of the radiance
in the scene, up to a factor of scale. This radiance map will cover
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$ = f(☀)
digital number = f(brightness • shutter open time)

Z = f(E ·�t)

flip it!
f�1(Z) = E ·�t

g(Z) = E ·�t



A⇥ x = b
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A⇥ x = b

x = A+ ⇥ b

 
Matrix A
========
  1  1  1  1
  5  7  7  9

AT· A
=====
  26  36  36  46
  36  50  50  64
  36  50  50  64

 
1. Matrix  ( A )
=========
  1  1  1  1
  5  7  7  9

2. Matrix  ( A+ )
=========
     2 -0,25
  0,25     0
  0,25     0
  -1,5  0,25

Linear Algebra

Pseudo Inverse Matrix

If the columns of a matrix A are linearly independent, so  AT· A  is
invertible and we obtain with the following formula the pseudo inverse:

A+ = (AT · A)-1 · AT

Here  A+  is a left inverse of  A , what means:  A+· A = E .

However, if the rows of the matrix are linearly independent, we obtain the
pseudo inverse with the formula:

A+ = AT· (A · A T) -1

This is a right inverse of  A , what means:  A · A+ = E .

If both the columns and the rows of the matrix are linearly independent,
then the matrix is invertible and the pseudo inverse is equal to the inverse
of the matrix.

Example:

Proof by multiplication:
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One of the most popular Shareware Math Programs in
Germany

Deutsche Version Version française Versione italiana

Versión español

MatheAss (former Math-Assist) is a computer program for the

numerical solution of many problems in school mathematics. It finds

wide use in Germany in high school mathematics, for schools in the

federal state of Hessen (Germany) exists a state license, which allows

all secondary schools using MatheAss.

(Source: en.wikipedia.org)
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This helper sheet calculates the 
pixel coordinates that we will use in 
recovering g(Z). There are a total 
of 49 values that form a 7x7 grid.
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uses g(Z) to get light intensity
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